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ABSTRACT
Neuropsychological tests have commonly been used to determine 
the organization of cognitive functions by identifying latent vari-
ables. In contrast, an approach which has seldom been employed is 
network analysis. We characterize the network structure of a set of 
representative neuropsychological test scores in cognitively 
healthy older adults and MCI and dementia patients using network 
analysis. We employed the neuropsychological battery from the 
National Alzheimer’s Coordinating Center which included healthy 
controls (n = 7623), mild cognitive impairment patients (n = 5981) 
and dementia patients (n = 2040), defined according to the Clinical 
Dementia Rating. The results showed that, according to several 
network analysis measures, the most central cognitive function is 
executive function followed by attention, language, and memory. 
At the test level, the most central test was the Trail Making Test B, 
which measures cognitive flexibility. Importantly, these results and 
most other network measures, such as the community organization 
and graph representation, were similar across the three diagnostic 
groups. Therefore, network analysis can help to establish a ranking 
of cognitive functions and tests based on network centrality and 
suggests that this organization is preserved in dementia. Central 
nodes might be particularly relevant both from a theoretical and 
clinical point of view, as they are more associated with other nodes, 
and their disruption is likely to have a larger effect on the overall 
network than peripheral nodes. The present analysis may provide a 
proof of principle for the application of network analysis to cogni-
tive data.
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Introduction

There has been a rapid increase in recent years in the use of network analysis, also referred 
to as graph theory, in the fields of psychopathology (Borsboom & Cramer, 2013; Contreras 
et al., 2019; McNally, 2016), personality (Costantini et al., 2015; Cramer et al., 2012) and 
neuroimaging (Rubinov & Sporns, 2010; Sporns, 2018). In contrast, much less work has 
been devoted to understanding the interdependencies between cognitive functions.

The most common approach to study the statistical relationships between neuropsy-
chological test scores is to employ latent variable analysis. Its goal it to identify the 
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underlying factors causing the observed test scores (Dowling et al., 2010; Miyake, 
Friedman et al., 2000; Thurstone, 1947). This method has the advantages of reducing 
the dimensionality of the analysis and mitigating the task impurity problem, whereby 
performance variability in any single neuropsychological test is influenced by more 
cognitive mechanisms than the one purportedly measured (Fournier-Vicente et al., 
2008; Miyake, Emerson et al., 2000). For example, memory tests usually depend on 
attentional mechanisms as well as on domain specific language or visuospatial skills.

On the other hand, assessing statistical dependencies at the test score level can 
provide important complementary information. Although a degree of association 
between tests measuring different cognitive domains is to be expected, this type of 
analysis can also reveal genuine dependencies between the different cognitive mechan-
isms, above correlations arising from the effect of latent variables. Although statistical 
dependencies do not necessarily imply the existence of causal relationships, partial 
correlations, which we use here, may provide indications of causal pathways (Epskamp 
& Fried, 2018). Calculating directed graphs, which aim to estimate causal relationships 
directly is an interesting possibility for future work, but presents its own challenges 
(Epskamp & Fried, 2018).

In some scenarios a graph theory analysis may be superior to a latent variable 
characterization. Borsboom and Cramer (2013) argue that it affords a better understand-
ing of psychopathological conditions. In their view, there may not be genuine underlying 
variables such as depression and anxiety. A more accurate description may be obtained 
by studying how symptoms interact with each other. For example, insomnia may con-
tribute to fatigue.

Few works have applied graph theory to neuropsychological data. Kellermann et al. 
(2016) found that networks from patients with temporal epilepsy divide into less com-
munities than those of neurogically healthy controls. Along similar lines, a second 
population of epilepsy patients, in this case pediatric, was found to have lower functional 
integration and segregation than healthy controls (Garcia-Ramos et al., 2015). These 
studies illustrate how network analysis can characterize the balance between the segre-
gation and integration of cognitive domains.

Other advantages of graph theoretic tools include the following (Rubinov & Sporns, 
2010). A two-dimensional graph, or layout, can be calculated where nodes (neuropsycho-
logical test scores in the present study) are placed so that the distance between them 
reflects their statistical relationship, providing a rich description of dependencies between 
variables. Second, a community analysis can divide nodes into categories for which 
intragroup relationships are strongest and intergroup dependencies are weakest. Third, 
graph theory allows calculating indices of network organization, such as node centrality, 
which may help to identify the most important nodes, in the sense that they are more 
associated with other nodes, and their disruption may have the strongest influence in on 
the whole network, as previously demonstrated in domains as diverse as airports and 
neural networks (Bing, 2014; Borsboom & Cramer, 2013; Rubinov & Sporns, 2010). Bing 
(2014) showed that removing a few central nodes in an airport network can severely affect 
the overall connectivity. In psychopathology, a study suggested that central symptoms 
are better able to predict the onset of depression than peripheral ones (Boschloo et al., 
2016). In addition, simulations of networks of psychopathological symptoms (Robinaugh 
et al., 2016) show that interventions in central nodes have the strongest influence on the 
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rest of the network, especially when the graphs are composed exclusively of positive 
edges, as is our case. All these results suggest that central nodes could be most influential 
also in neuropsychological networks, but this should be investigated in future work.

Some centrality measures, such as strength, are sensitive to local connections while 
others such as closeness and betweenness, indicate how the node is connected globally. 
Finally, another measure of interest is small-worldness, which quantifies to what extent 
networks show both high local clustering and high global efficiency, a combination which 
might reflect a simultaneous capacity for integration and segregation of information.

In the present study we aimed to apply, for the first time, graph theory to neuropsy-
chological data from healthy, cognitively impaired older adults and Alzheimer’s Disease 
patients. We took advantage of the publicly available National Alzheimer’s Coordinating 
Center (NACC) database, which gathers neuropsychological data from cognitively healthy 
participants, and patients with MCI, and dementia, collected by means of a standardized 
clinical evaluation. (Beekly et al., 2007; Morris et al., 2006; Weintraub et al., 2009). A 
previous attempt to characterized the statistical interdependencies among neuropsycho-
logical scores from this database (Hayden et al., 2011) revealed that the factorial structure 
obtained with a latent variable analysis coincides with the organization proposed before-
hand based on theoretical grounds (Weintraub et al., 2009). Specifically, the identified 
factors correspond to attention, processing speed/executive function, language, and 
memory (Table 1). The main result of this previous study is that this same structure is 
preserved for the three diagnostic groups, namely, cognitively healthy controls, patients 
with mild cognitive impairment and patients with dementia.

On the other hand, extensive research in developmental psychology and aging indi-
cates that cognitive ability gradually segregates into distinct aptitudes from childhood to 
adulthood (differentiation), and then becomes again dedifferentiated as we age (De Frias 
et al., 2007; Gonzalez-Burgos, Hernández-Cabrera, Westman, Barroso, & Ferreira, 2019; Li 
et al., 2004; Wilson et al., 2012).

The present analysis may therefore help to clarify if the network structure is similar in 
cognitively healthy older adults and dementia patients as suggested by Hayden et al. 
(2011) or cognitive functions became more dedifferentiated in the patient population.

The main goals of the present study are: 1) to characterize the network structure of the 
neuropsychological functions as reflected by test scores in three populations of older 
adults with healthy cognition, cognitive impairment, and dementia. 2) to provide a 

Table 1. Measures from the National Alzheimer Coordinating Center database.
Factor Test Measure (Label, Maximum Score)

Attention Digit Span Forward Longest sequence (DIGFL, 9)
Total correct Trials (DIGF, 14)

Digit Span Backward Longest sequence (DGBL, 8)
Total correct Trials (DIGB, 12)

Executive Function Digit Symbol Total items completed in 90 s (DSYM, 99)
Part A, Trail Making Test Total time (TRLA, 150 s)
Part B, Trail Making Test Total time (TRLB, 300 s)

Memory Logical Memory Story A Immediate Recall Total items recalled (LGMM, 25)
Logical Memory Story A Delayed Recall Total items recalled (MMDL, 25)

Language Animal List generation Total items in 1 minute (ANIM)
Vegetable List generation Total items in 1 minute (VEGT)
Boston Naming Test 30 odd items (BSTN)
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ranking of cognitive functions according to centrality. 3) to serve as a proof of concept for 
the application of network analysis to neuropsychological data. No hypothesis was 
formulated with respect to whether there would be between-group differences in neu-
ropsychological network structure. With regard to the centrality of neuropsychological 
functions, we hypothesized that executive functions would be at the top of the ranking, 
reflecting the role they are typically assigned in controlling and regulating other cognitive 
processes (Baddeley, 1996). No additional hypotheses were formulated with respect to 
the other cognitive functions. Finding whether the network organization and cognitive 
ranking is common or different across diagnostic groups in older adults could have 
implications for diagnosis and treatment.

Methods

An important consideration when characterizing data using network analysis is how 
accurate and stable the results are. We employed recently developed tools to specifically 
provide measures of network accuracy (i.e., how prone they are to sampling variation), 
stability (with respect to the number of samples) and significance of the differences across 
network connections and centrality estimates (Epskamp et al., 2018). Although these 
methods have been developed recently, they have already extensively been used in 
other fields (Bryant et al., 2017; Levinson et al., 2017; Mitchell et al., 2017). We additionally 
assessed the replicability of the results with respect to data sampling, sample sizes and 
parameter choice.

Neuropsychological tests

The Uniform Data Set Neuropsychological Battery (Weintraub et al., 2009) employed in 
the present study includes 8 neuropsychological tests and 12 scores (Table 1): Logical 
Memory Story A (Immediate and Delayed recall) from the Revised Weschler Memory Scale 
(Wechsler, 1987), Boston Naming Test (Goodglass & Kaplan, 2001), Digit Symbol from the 
Revised Wechsler Adult Intelligence Scale (Reitan & Heinrichs, 1993), Trail Making Test 
Parts A and B (Reitan & Heinrichs, 1993), Digits Forward and Digits Backward from the 
Revised Wechsler Memory Scale (Wechsler, 1987) and semantic fluency (Animals and 
Vegetables. The present analysis was approved by the review board of the School of 
Psychology of the Complutense University of Madrid. Differences in neuropsychological 
scores and demographic variables between excluded and included participants and 
between diagnostic groups were measured with two-sample t-tests for all variables 
except for variables race and sex for which Fisher’s exact test was employed.

Grouping of subjects

As in Hayden et al. (2011), the global score from the Clinical Dementia Rating (Morris, 
1993) was used to classify participants into groups with CRD = 0 as healthy controls, 
CDR = 0.5 as Mild Cognitive Impairment patients and CRD>0.5 as Dementia Patients. The 
Clinical Dementia Rating assesses 6 cognitive domains including memory, orientation, 
judgment and problem solving, community affairs, home and hobbies, and personal care.
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Inclusion criteria

Participants were 55 or older at the time of the first visit, had completed at least two visits, 
reported English as their first language and their 12 neuropsychological measures were 
available. The first study visit was used in the analyses. Cases were not required to have 
the same CDR score at the two visits they completed. Each NACC Center has its own 
protocol to recruit participants. They samples are best described as referral-based or 
volunteer case series.

Preprocessing

As in Hayden et al. (2011), data were normalized using the Blom transformation (Ludwig, 
1961) because some of the test scores showed ceiling and floor effects. Scores for the Trail 
Making Test, Parts A and B reflect the time employed to complete the task. These scores 
were inverted, multiplied by −1, so that higher scores reflect better performance for all 
tests. The same approach was employed by Kellermann et al. (2016).

Measuring correlations

One of the most common approaches to quantify the statistical relationships between 
variables is Pearson’s correlation coefficient. A limitation is that spurious correlations are 
introduced, for instance, when two variables are not directly related to each other, but are 
connected through a third one. Partial correlations mitigate this problem by calculating 
the statistical dependencies between two nodes while controlling for the influence of the 
rest of the nodes (Epskamp & Fried, 2018). An added benefit of partial correlations is that 
they reduce the task impurity problem. The disadvantage of partial over full correlations is 
that estimations can be inaccurate because the number of variables is typically large in 
relation to the available empirical data. This second problem is addressed with the use of 
regularization, which favors sparse solutions, that is, solutions where a large fraction of the 
partial correlations between pairs of variables is zero. Partial correlations with regulariza-
tion were calculated with the function estimateNetwork from R (R Core Team, 2018) 
package bootnet (Epskamp et al., 2018), with option “EBICglasso.” Bootnet uses R package 
ggplot2 (Wickham, 2016) for data visualization. Function estimateNetwork selects the 
optimal amount of regularization according to the extended Bayesian information criter-
ion. In summary, partial correlations with regularization measure how statistically related 
pairs of score tests are, while controlling for the effect of other test scores. They are the 
basis for obtaining a network that reflects the correlational organization of the set of tests. 
The nodes of the networks are the test scores. The connections between nodes are 
referred to as links and the corresponding value of the partial correlation is termed 
weight.

Accuracy and stability of the analysis

Data from each diagnostic group was randomly divided into 2 subgroups to produce two 
separate subfigures and assess the replicability of the results with respect to the data sample 
used. The two subgroups within each group were labeled A and B. We also explored how 

AGING, NEUROPSYCHOLOGY, AND COGNITION 5



robust the results were with respect to imposing a threshold in the values of the partial 
correlations. Whether a threshold is used and how it is set can have a large effect on the 
resulting network and its properties. As a result of using regularization in the calculation of 
partial correlations, a fraction of links already had a weight value of 0. This was the reference 
result. We investigated the effect of imposing an additional threshold. Another possible 
source of variability in the results is the number of subjects available for each group, that is, 
the sample size. In particular, between-group differences in sample sizes may introduce 
spurious between-group differences in network structure. To control for this, we obtained 
additional results where the sample sizes had been matched. A fourth parameter, the 
repulsion force (Fruchterman & Reingold, 1991) used to obtain the network graphs in 
Figure 1, was also systematically investigated . The Fruchterman & Reingold algorithm 
imposes an attraction force between nearby nodes and a repulsion force between all nodes 
to calculate their position in the graph.

Network graphs

The network graphs (Figure 1) were calculated with the R function EstimateNetwork 
(Epskamp et al., 2018) employing the option “layout = spring.” The algorithm finds spatial 
locations so that strongly correlated nodes are placed together (Fruchterman & Reingold, 
1991).

Within-group statistical contrasts between link weights as measure of network 
accuracy

One of the measure of the accuracy of a network characterization proposed in Epskamp et 
al. (2018) is the within-groups statistical contrast of link weights (partial correlations in our 
case), which indicates how likely it is that the stronger links will remain so for a different 
sampling of the same population of subjects. This analysis is provided in the Appendix.

Between-group statistical contrast of link weights
To assess how different the networks corresponding to different diagnostic groups were, 
between-group statistical tests of link weights were calculated using an independent 
samples t-test with permutations plus correction for multiple comparisons. The null 
distribution was calculated with permutation tests to avoid assumptions about data 
normality. Five thousand permutations were employed. Multiple comparison correction 
was carried out with false the discovery rate (Benjamini & Hochberg, 1995), with q = 0.05. 
Distributions to allow for the calculation of the statistical tests were obtained by dividing 
the data from each diagnostic group into 10 subgroups, and correlation matrices were 
calculated for each subgroup. The corresponding graphs were arranged in a circle to 
facilitate the visual comparison across groups. An additional advantage of permutation 
testing is that it avoids the false detection of differences between groups arising from 
differences in sample sizes by constructing surrogate datasets which replicate the number 
of sample units in the original datasets. These potential differences would then also be 
present in the null distribution.
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Communities

Classification of nodes into communities was performed using function community_louvain 
from the brain connectivity toolbox (Rubinov & Sporns, 2010). The algorithm attempts to 
find a classification that maximizes the weight of the intra-community links while minimiz-
ing the weight of the inter-community links. As in the previous section, data for each 
diagnostic group was divided into 10 subsamples. A graph for communities was created 
(Figure 2) where the link width indicates the fraction of times, out of 10, that a given pair of 
nodes is classified into the same community. The chosen graph layout was circular.

Graph-theoretic indices

Graph-theory provides several indices that can help to determine the relative relevance of 
the different nodes. We calculated three commonly used centrality measures: between-
ness, closeness and strength (Rubinov & Sporns, 2010). Function centralityPlot from the R 
package qgraph (Epskamp et al., 2018) was employed to calculate these measures 
(Figure 3).

Centrality indices quantify how connected a node is to other nodes. In our case this 
reflects how strong the statistical dependencies between a given node and the rest of the 
nodes are. Strength centrality quantifies how strong the dependencies are with nodes 
with which there is a direct edge. The other two measures include the effect of depen-
dencies when more than one step is considered, and therefore include indirect connec-
tions. The ‘distance’ between two nodes decreases as the number of edges needed to go 
from one node to the other decreases, and as the weight of the connecting edges 
increases. Closeness centrality measures the mean shortest distance from a given node 
to the rest of the nodes. The closer a node is to the rest of the network the more likely it is 
that a change in this node would influence the network globally. As for betweenness 
centrality, it measures the fraction of times that a node is in the shortest path between 
pairs of other nodes. It has been proposed that in psychopathology networks it could 
reflect to what extent the node plays a transmission/mediating role (Frewen et al., 2013) 
between symptoms (e.g., worrying indirectly causing fatigue, via sleeping problems). In 
neuropsychology, if a given test has high betweenness centrality, it would be more likely 
to play a mediating role between pairs of other tests.

To assess the stability of the results, the dataset from each diagnostic group was 
randomly divided into two subsets, A and B. A second estimation of the robustness of 
the centrality indices was derived as proposed in Epskamp et al. (2018). This second 
method calculates a distribution of indices by bootstrapping, that is, by randomly choos-
ing subsets of subjects. It is described in the Appendix.

Small-worldness

Networks with large small-worldness index might indicate both high values of functional 
integration and segregation (Rubinov & Sporns, 2010). The index was calculated following 
Humphries and Gurney (2008). First, the link weights which were different from zero after 
regularization were binarized to 1. Then, the small-worldness index was obtained as the 
product of the relative clustering and the relative efficiency, where both terms were 
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normalized with respect to a distribution of values obtained from randomly connected 
networks with the same number of nodes and links. For realizations for which the graph 
was not fully connected the largest connected component was employed. Statistical 
significance was calculated with a two-samples t-test between all pairs of diagnostic 
groups for the three measures separately (small-worldness, relative-clustering, and rela-
tive efficiency) where the null-distributions were calculated with permutation testing, and 
the nine statistical tests were subsequently jointly corrected for multiple comparisons 
with the false discovery rate, with q = 0.05.

Centrality ranking of cognitive functions

To rank the cognitive functions according to centrality, a value for each measure (close-
ness and betweeneess) and cognitive function was obtained by averaging across diag-
nostic groups (control, mci and dementia), subgroups (A and B) and neuropsychological 
test scores. Then the average values for closeness and centrality were combined with the 
geometric mean, as they have different ranges. As the ranking is obtained by aggregating 
the centrality measures from the test scores, and these are subject to a certain degree of 
task impurity, the resulting measure will also be affected. We comment on this in the 
discussion section.

Results

Demographics and neuropsychological scores

A total of 19,317 participants over the age of 54 and reporting English as their primary 
language had completed the neuropsychological assessment (form C1) at least during 
two visits from September 2005 to August 2017. The dataset included data from 35 
Alzheimer’s Disease Centers. After excluding those participants for which not all the 12 
neuropsychological measures were available the number was reduced to 15,644. The 
groups classified according to the Clinical Dementia Rating, were cognitively healthy 
older adults, CDR = 0, n = 7623; Mild Cognitive Impairment patients, CDR = 0.5, n 
= 5981; and dementia patients, CDR≥1, n = 2040. 83% of dementia patients had a 
diagnosis of Alzheimer’s Disease. Table 2 provides the mean and standard deviation of 
the demographic variables for the different groups, while Table 3 contains the descriptive 
statistics of the neuropsychological scores. When comparing the excluded group with the 
group fulfilling the inclusion criteria the statistical contrast of demographic variables in 
Table 2 and neuropsychological scores in Table 3 yielded significant differences 
(p < 0.001) for all variables except for sex, education and race (unpaired t-test). When 
comparing the three different diagnostic groups (control participants, MCI patients and 
dementia patients) all statistical contrasts with respect to the demographic variables 
(Table 2) were significant (p < 0.001), except for race and education when comparing 
the MCI and dementia groups, which were not significant, and sex when comparing the 
MCI and dementia groups which was significant with p < 0.01 (unpaired t-test). All 
statistical contrasts between diagnostic groups with respect to the neuropsychological 
scores were significant.
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Network graphs

After calculating the partial correlations with regularization, the proportion of links with 
absolute values different from zero was 45%, considering the three diagnostic groups. The 
results reported in the different figures correspond to networks for which no additional 
threshold was imposed. In addition, we investigated networks for which an additional 
threshold was set so that the corresponding fraction of links with absolute weight value 
above zero was 35% and 25%, as compared to 45% when only regularization is used.

Network graphs for the three diagnostic groups are shown in Figure 1. Within each 
diagnostic group, A and B denote two randomly drawn data subsamples used to assess 
the robustness of the results. Colors indicate factor as in Hayden et al. (2011). The first 
result of interest is that the layouts preserved a similar structure across diagnostic groups. 
Second, the most central functions were executive functions and language (blue and 
yellow nodes, respectively). Attention (red) was placed close to executive functions and 
memory (green) next to language. These two results were robust with respect to sam-
pling, as demonstrated by comparing subsamples A and B. Moreover, both outcomes also 
held when introducing a threshold for the links weights, and when using samples of the 
same size for the different diagnostic groups. Furthermore, the results were stable with 
respect to the attraction/repulsion balance used in the Fruchterman and Reingold algo-
rithm if the repulsion parameter was larger than 1.2. Values of 1.5, 2.0 and 2.5 were 
systematically explored. A value of 1.5 was employed to obtain Figure 1. Finally, the 

Table 2. Demographics for the different diagnostic groups.
Variable Not Selected Selected Control group MCI group Dementia group

Age 74.7(10) 73.4(8) 72.7(9) 73.7(8) 75.1(9)
Sex (%Male) 45 44 34 52 54
Race (%White) 83 83 81 85 87
Education (years) 15.6(8) 15.8(6) 16(6) 15.6(6) 15.4(7)
MMSE 20.7(8) 27.2(3) 28.9(1) 26.8(3) 22.3(4)
Participants 3673 15,644 7623 5981 2040

Note: Numbers indicate mean values with standard deviations in parentheses. MCI = Mild Cognitive Impairment; 
MMSE = Mini mental state examination. Data for the diagnostic groups correspond to the selected participants.

Table 3. Descriptive statistics of test measures for the different diagnostic groups.
Measure Whole Sample Controls MCI Dementia

DIGF 8.2(2) 8.6(2) 7.9(2) 7.3(2)
DGFL 6.5(1) 6.7(1) 6.4(1) 6(1)
DIGB 6.2(2) 6.8(2) 5.9(2) 4.8(2)
DGBL 4.6(1) 4.9(1) 4.4(1) 3.8(1)
DSYM 40.5(14) 46.8(12) 37.4(12) 26(13)
TRLA 42.8(25) 35(16) 44.8(23) 66.6(38)
TRLB 129.7(82) 93.7(53) 144.1(81) 222.3(87)
LGMM 10.5(5) 13.4(4) 8.9(5) 4.5(4)
MMDL 8.7(6) 12.1(4) 6.7(5) 2.1(3)
ANIM 17.3(6) 20(6) 15.9(5) 11.1(5)
VEGT 12.3(5) 14.7(4) 10.9(4) 7.1(4)
BSTN 25.3(5) 27(3) 24.8(5) 20.4(7)
Number of Subjects 15,644 7623 5981 2040

Note: Numbers indicate mean values with standard deviations in parentheses. See Table 1 for full name of neurop-
sychological measures. MCI = Mild cognitive impairment patients; Dementia = Dementia patients.
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graphs were also robust with respect to where the nodes were initially positioned before 
applying the algorithm. Randomizing the initial positions did not alter the main conclu-
sions drawn from the layouts. We should note that the layouts provide a visualization of 
the network and are useful in assisting interpretation. Nevertheless, the main results 
concerning the centrality of nodes and functions are provided by the quantitative 
analyses displayed in Figure 4 and Figure 5.

An analysis of the accuracy and stability of the links is provided in the Appendix. 
Figures A1 , in the Appendix, indicates that clear within-group weight differences exist 
between sets of links.

Figure 1. Network graphs for the different diagnostic groups. Nodes colours correspond to red- 
attention; blue-executive function; yellow-language; green-memory. See Table 1 for full name of 
neuropsychological tests. CLT=Healthy Controls; MCI=Mild Cognitive Impairment patients; 
DMT=Dementia patients. A and B indicate data subsampling to check for stability.
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Between and within factor links

Figure 2 shows the distribution of link weights from the networks depicted in Figure 1 
divided into those connecting neuropsychological tests belonging to the same (within) or 
different (between) factors. As expected, within-factor connections were stronger than 
between-factor connections. Nevertheless, between-factor connections represented a 
sizable contribution to the global distribution. Similar results were found when changing 
the threshold value of the partial correlations or employing the same sample size for the 
three diagnostic groups.

Differences between diagnostic groups

A between-group statistical comparison of link weights (data not shown) suggests that 
there are stronger connections between “temporal lobe functions” (memory and lan-
guage) and attentional-executive functions in the dementia than in the control group, 
with the MCI group occupying an intermediate position. Nevertheless, the replicability of 
the results with respect to threshold changes and sample size matching was only 
moderate.

Figure 2. Distribution of link weights from the networks depicted in Figure 1. Between-factor (intra- 
factor) refers to links connecting nodes corresponding to different factors (the same factor)
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Community analysis

Figure 3 displays a community analysis for the three diagnostic groups. The width of 
the links denotes how often a given pair of nodes was classified as belonging to the 
same community. Nodes were arranged in a circle. Results for the three groups were 
generally consistent with factor analysis (Hayden et al., 2011), in that links are stronger 
within factors, with some small differences. First, the attention tests appeared divided 
into two communities. This may reflect the fact that the backward span tasks impose 
additional demands engaging working memory rather than short-term memory. 
Second, in a small fraction of instances, language and executive functions in control 
participants, and language and memory in dementia patients were classified into the 
same community. These results were stable with respect to threshold choice and 
sampling size matching.

Centrality measures

Figure 4 shows results for 3 graph-theoretic indices (betweenness, strength and close-
ness) for the different neuropsychological tests and diagnostic groups. The upper sub-
figures correspond to the A subgroups, with the bottom panels representing the B 
subgroups. Vertical lines delineate the border between functions. The measures charac-
terizing how central a node is are betweenness and closeness. Combining these two types 
of information it is apparent that the most central function was executive function. This 
agrees with the results obtained with the network graphs (Figure 1). At the node level, the 
most central node was the Trail Making Test Part B (TMT-B). The strength index, which 
quantifies direct connections, did not show large variations across nodes, except for the 
fact that the language nodes presented lower values. These results were robust with 
respect to data sampling as shown in the Figure and when changing threshold or 
matching sample sizes. Additionally, Figure A1 in the Appendix is part of the accuracy 

Figure 3. Node classification into communities for the different diagnostic groups. Link widths 
indicates how often the two connected nodes are classified into the same category. Nodes are colored 
(Dark blue-attention; blue-executive function; yellow-language; green-memory). CLT=Healthy 
Controls. MCI=Mild Cognitive Impairment. DMT=Dementia. See Table 1 for full name of neuropsycho-
logical tests.
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and stability analysis proposed by Epskamp et al. (2018) and indicates that the centrality 
results were robust.

The values reported in Figure 4 have been averaged according to function in Figure 5 
to provide a summarized view. Closeness provides the most robust measure of centrality 
with executive function as the most central function followed by language. Betweenness 
yields a slightly different picture, with executive functions still at the top followed by 

Figure 4. Graph-theory indices (betweenness, closeness and strength) for the different neuropsycho-
logical tests. CLT=Healthy Controls. MCI=Mild Cognitive Impairment. DMT=Dementia. A (upper 
sublot) and B (lower subplot) indicate subsampling. Test labels are preceded by the function they 
belong to: AT=attention, EX=executive function, LG=language and MR=memory. Test names: 
DIGFL=digit span forward length, DIGF=digit span forward # correct, DGBL=digit span backwards 
length, DGBL=digit span backwards length, DIGB=digit span backwards # correct, DSYM=digit 
symbol, TRLA=trail making A, TRLB=trail making B, LGMM=logical memory immediate, 
MMDL=logical memory delayed, ANIM=animal list generation, VEGT=vegetable list gen., 
BSTN=Boston naming.

Figure 5. Graph-theory centrality indices averaged according to function. CLT=Healthy Controls. 
MCI=Mild Cognitive Impairment. DMT=Dementia. The upper subplots correspond to the A subgroups 
and the lower subplots to the B subgroups. Figure A1. Within-group statistical tests indicating whether 
the difference in closeness, strength and betweenness, between pairs of nodes is significant (denoted 
by a black element in the matrix) for subgroup control A.
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attention. These results were robust with respect to threshold change and sample size 
matching.

Small-worldness

The three diagnostic groups had similar values for the three measures (small-worldness, 
relative clustering, and relative efficiency; data not shown). From the nine statistical 
contrasts performed (three group pairings times three measures) some statistically sig-
nificant differences between relative clustering measures were found, but this was not 
stable with respect to changes in threshold or sample size.

Centrality ranking of cognitive functions

The average centrality values for each cognitive function across diagnostic groups and 
nodes are 0.275 for executive functions, 0.174 for attention, 0.165 for language and 0.128 
for memory.

Discussion

We investigated with network analysis the structure of the relationships between neu-
ropsychological test scores in populations of healthy older adults and Mild Cognitive 
Impairment and dementia patients. One of the goals of the study was to serve as a proof 
of principle for the application of graph theory to neuropsychological data. The use of 
network analysis allows exploiting tools such as centrality indices and graphs of depen-
dencies, but it also presents challenges for the interpretation of results such as the effects 
of task impurity, the dependency of the networks on the chosen or available tests and the 
usefulness of the derived indices in clinical practice. These issues are discussed below.

Central functions and tests

Central nodes could be more important than peripheral ones as they are more connected 
directly or indirectly to other nodes and their degradation is likely to have a larger effect 
on the overall network. According to the centrality measures closeness and betweenness 
the order in cognitive functions from most to least central is executive function, followed 
by attention, language, and memory. This illustrates how network analysis can yield a 
quantitative hierarchy of cognitive functions. Although executive functions are commonly 
assumed to be the at the top of the hierarchy, this has not been quantified before.

This quantitative analysis is complemented by the qualitative graphs in Figure 1. 
Memory and attention are found in the periphery, with memory linked to language and 
attention to executive function. Therefore, attention and language swap positions in the 
graphical representation. It should be noted, nevertheless that the values for memory and 
attention are similar, and if we consider closeness as centrality measure, which is more 
reliable than betweenness, rather than the average of closeness and betweenness, 
language recovers the second position. It follows that language and attention probably 
deserve a similar centrality status in our analysis.
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Figure 4 shows the centrality measures at the single score level. The picture for 
closeness remains like that of Figure 5 where measures were averaged according to 
function, as scores belonging to the same function behave similarly. Therefore, the 
centrality ranking with executive function at the top, followed by language, attention 
and memory is preserved. Betweenness shows more within-function variability. 
Combining the two types of information the most central test is the Trail Making Test – 
Part B. Graph theoretic indices that assess centrality may help to identify the most relevant 
neuropsychological tests, both in the context of understanding the cognitive system at a 
fundamental level, and in terms of guiding neuropsychological assessment and 
intervention.

The present analysis therefore suggests that executive functions play a central role 
both in healthy aging and dementia. Measures of executive function correlate with scales 
of instrumental activities of daily living in older adults at risk for cognitive decline 
(Jefferson et al., 2006) and predict longitudinal changes across the spectrum from healthy 
aging, through Mild Cognitive Impairment to dementia (Tomaszewski Farias et al., 2009) 
suggesting a key role in the organization of adaptive behavior across health and disease. 
The Trail Making Test – Part B has the highest centrality values. The general view is that 
this test measures cognitive flexibility (Arbuthnott & Frank, 2000; Lamberty & Adams, 
1994; Pontius & Yudowitz, 1980), but see Kortte et al. (2002) for an alternative perspective. 
Flexibility plays a fundamental role in cognition as we need to adapt to a continuously 
changing environment. In addition to cognitive flexibility, the TMT-B test may also capture 
processing speed, which could also play an important role in cognition for older adults 
(Salthouse, 1996). Language occupies the third position in the centrality ranking, and its 
nodes are placed in the proximity of the executive function nodes. This may result from 
the fact that language here is represented by verbal fluency and lexical access and these 
two processes rely on executive function and processing speed. Several previous results 
support the notion that lexical access and fluency play key roles in cognitive function. 
Fluency tests reflect how we organize our thinking to produce clusters of related words 
(Estes, 2006). Moreover, reduced category fluency has been observed in patients with 
Alzheimer’s Disease (Rascovsky et al., 2007). Likewise, lexical access and verbal fluency 
deficits are common in Alzheimer’s Disease and Mild Cognitive Impairment (Taler & 
Phillips, 2008).

Three different elements were employed to ensure that the results we obtained are 
robust: 1) We used the approach developed by Epskamp et al. (2018) specifically to assess 
the accuracy of the results of network analysis. 2) We divided the dataset into two subsets. 
3) We explored the space of parameter values.

An important question for future work is to what extent the ranking found in the 
present work changes when including additional neuropsychological test to the analysis, 
covering other aspects of cognition. Presently we have considered twelve neuropsycho-
logical measures grouped into four functions. Future work could include tests measuring 
inhibition, perceptual processes, motor control, and visuospatial skills. In general, an 
analysis at the observable level will be more dependent on the available neuropsycholo-
gical tests, even if they represent the same cognitive functions as in the present analysis, 
than the equivalent analysis at the latent level, which should be more invariant with 
respect to the particular dataset employed. An important question for future research is 
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how stable key results such as centrality rankings are when considering different sets of 
tests.

Another natural extension would be to characterize sets of neuropsychological test 
scores from younger populations. For example, latent variable analysis has uncovered that 
the rate of development of different executive function components varies (Huizinga et 
al., 2006). Along the same lines, the different components of executive functions are 
closely related until 9 years of age and become more separable after that (Brydges et al., 
2014). It would be interesting to investigate if a network analysis provides a compatible 
picture.

A similar question is to what extent the present centrality hierarchy established 
according to centrality measures is compatible with an ordering of cognitive functions 
obtained with other measures. Here we employed the network measures closeness and 
betweenness centrality. Other network centrality measures are within-module degree 
z-score and the participation coefficient (Rubinov & Sporns, 2010). Outside network 
analysis an approach which offers some kind of hierarchy of variables is nested factor 
analysis (Gignac, 2005). An important difference nevertheless is that the nesting occurs for 
the latent, as opposed to observable, variables.

Criteria to choose which test to use in a clinical setting when the assessment must be 
done in a short time period may include the number of cognitive processes it measures or 
how well it reflects everyday cognitive demands. For example, the trail making test is 
sometimes used to assess driving fitness (Dobbs & Shergill, 2013). Centrality is likely to be 
related to these two criteria. A test which recruits many cognitive functions would 
probably have a high strength value as this measure reflects direct connections. This 
will also have an impact on closeness and betweenness which are also affected by direct 
connections, but the correlation would be less strong, as these tests are also sensitive to 
indirect connections. Importantly though, network analysis provides a quantitative and 
well-defined stipulation of how to calculate centrality. While how many aspects a test 
reflects or how well it characterizes daily activities are relevant notions, they need to be 
operationalized to be used in research and clinical practice. Future work could compare 
centrality as a predictor of clinical relevance with other possible criteria such as the 
correlation between individual tests and the mean of the group of tests reflecting a 
given cognitive function, global measures such as the MMSE score, or the extent to 
which the individual test loads onto multiple cognitive factors.

Previous results (Bing, 2014; Boschloo et al., 2016; Robinaugh et al., 2016) suggest that 
central nodes are more influential than peripheral nodes. Future work could evaluate 
whether this is also the case in neuropsychology. For example, a walking version of the 
trail making test has been proposed as a possible tool for the early detection of cognitive 
impairment (Perrochon & Kemoun, 2014). The clinical relevance of centrality indices could 
be assessed by calculating if central tests predict better the onset of dementia than 
peripheral ones, as has been found for psychopathology symptom and depression 
onset (Boschloo et al., 2016)

We defined the centrality of a cognitive function as the aggregate centrality of its 
composing neuropsychological test scores. As the individual tests are subject to some 
degree of task impurity, this will also be reflected in the global index. Future studies could 
investigate combining the advantages of graph theory and factor analysis by, for example, 
weighting the centrality indices of the tests with the loadings obtained from factor 
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analysis. It should be noted, though, that some degree of impurity is to be expected in 
latent variable analysis also, because of the approximations involved, and the fact that 
there are genuine dependencies between cognitive functions.

Changes in network structure as the disease progresses

An important issue is whether the interrelationship between neuropsychological func-
tions changes with the course of the condition. Previous results from factor analysis 
(Hayden et al., 2011) suggested that factors were stable across diagnostic groups and 
that the factorial structure agreed with the predefined theoretical classification. The 
present analysis is in general consistent with this view. First, the distances between 
nodes belonging to the same factor are shorter than those between nodes belonging 
to different cognitive functions (Figure 1). Also, the community analysis in Figure 3 is 
generally consistent with the factorial characterization. Second, the structure of the net-
work graphs (Figure 1), the graph theoretic measures (Figure 5) and small-world indices 
are largely stable across diagnostic groups. Small between-group differences are found 
with respect to the division into communities (Figure 3) and link weights, but stability as 
dementia sets in dominates. On the other hand, Alzheimer’s Disease has been concep-
tualized as a disconnection syndrome, where a progressive loss of synaptic connections 
between brain regions impairs long distance communication leading to cognitive decline 
(Selkoe et al., 2012). Along this line, neuroimaging studies have shown an association 
between reductions in both anatomical and functional connectivity and cognitive impair-
ment (Garcés et al., 2014). Future work could combine the characterization of neuropsy-
chological and neuroimaging data from a network perspective.

In contrast to the present results, patients with temporal epilepsy appear to have a 
more compact community organization than healthy controls (Kellermann et al., 2016). 
Nevertheless, Alzheimer’s Disease and epilepsy are etiologically different, with long- 
distance connections most affected in the former. Likewise, the current network analysis 
did not identify evidence of dedifferentiation of cognitive functions with the onset of mild 
cognitive impairment and dementia. Although dedifferentiation has been described with 
aging (De Frias et al., 2007; Wilson et al., 2012) rather than in dementia patients, between- 
group differences could have been expected if dementia resembles accelerated aging 
(Dras & Blumenthal, 1992) .

Does graph theory provide complementary information to factor analysis on the 
organization of cognitive processes in older adults?

One important methodological question is what the graph theory approach adds to 
the characterization of the statistical structure of the data offered by a latent variable 
analysis. As we discussed in the previous sections, the results we obtained with the 
network graphs and graph-theoretic indices offer a complementary description to the 
latent variable view in that they can characterize which functions and tests are most 
central.

From a more fundamental point of view, we may ask whether there are genuine 
statistical dependencies at the level of observable variables not explained by the influ-
ence of the latent factors. A structure dominated by factors is likely to yield stronger intra 
than inter-factor links and would probably display low variability across intra-factor links 
(Epskamp et al., 2017). The fact that in the present study there is variability in link strength 
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and inter-factor links have values in the same range as intra-factor links (Figure 2) suggests 
that the statistical dependencies at the observable level constitute a relevant contribution 
to the network structure.

In addition, from a theoretical point of view, a latent variable model may be more 
appropriate than network analysis when there are underlying causes of the symptoms 
(Borsboom & Cramer, 2013) while the latter may be preferable when that is not the case. 
These authors argue that in the case of medical conditions, such as cancer or the flu, the 
more useful object of study is the etiological cause. In contrast, they maintain that such a 
model has not proved fruitful enough for psychopathology as there appears to be no 
clear underlying cause for conditions such as major depression and anxiety. In this case, 
they hold that a network analysis perspective is better suited. Although both views can be 
complementary in most situations, an important question is whether the organization of 
cognitive systems, as measured by neuropsychological tests, has a closer resemblance to 
the medical model or to the structure Borsboom and Cramer advocate for psychopatho-
logical conditions. Executive functions show elements supporting both interpretations, as 
reviewed by Friedman and Miyake (2017). In favor of the latent perspective, executive 
functions are separable when measured with latent variables, are highly heritable at the 
latent level and activate specific neural areas. On the other hand, in favor of the network 
analysis view, executive functions are robustly correlated, appear highly polygenic and 
activate common neural areas. Taking together these considerations and the results of the 
present study, it is unlikely that in neuropsychology all interactions occur at the test level, 
with no contribution from underlying variables, as proposes by authors such as Borsboom 
and Cramer (2013) for psychophysiology. We nevertheless think that these types of 
dependencies constitute a relevant element of the cognitive structure, and that network 
analysis provides a fruitful view for neuropsychology.

From a complementary perspective, descriptions in terms of both observable and 
latent variables provide a very approximate and simplified description of a system, 
particularly in cases where the object of interest, such as the brain, is very complex. A 
latent variable approach, if successful, has the advantage of providing a more compact 
and invariant representation. This may include the description of the dependencies 
between the different parts of the system. In our case these could be the different 
cognitive functions. But working at the observable level has its own strengths. As the 
data is less processed, the information loss is reduced. In addition, the larger number of 
variables makes it possible to use the powerful tools developed within graph theory, 
including centrality indices and the plotting of graphs. For network analysis to really be 
useful a minimum number of variables is required. Both descriptions, network and latent 
variable analysis, can therefore complement each other. Future work could explore 
carrying out a network analysis at the latent variable level if the dataset allows for the 
identification of a large enough number of such variables.

Limitations and future work

The group of patients diagnosed with dementia was composed mainly by Alzheimer 
patients (83%), but it also included cases with other types of dementia. Along the same 
lines, some patients with a CDR score of 0.5 may have a different etiology than 
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suspected neurogenerative disease. Future studies could analyze the different sub-
groups separately.

Two limitations of the NACC database are that the sample is clinical, and therefore 
some differences will exist with respect to the general population. Also, many sites 
contribute to the database, which is likely to introduce some heterogeneity despite the 
effort to coordinate tests and procedures. On the other hand, it is precisely the large 
number of contributing sites that allows for the large sample size, which is a strong asset 
for this type of analysis. Along similar lines, as shown in Table 2, some demographic 
differences exist across diagnostic groups. The variable with sizable differences is sex. 
Again, the choice was to focus on having large samples. Here we provided a cross- 
sectional analysis. Future work could investigate the trajectory of the participants in this 
database as they age.

Neuropsychological tests may measure different levels of cognitive functioning, with 
some tests tapping into more general domains than others. An interesting question is how 
sensitive network analysis is to the level of homogeneity of the nodes. This is an issue which is 
also relevant in psychopathology and personality research, where network analysis has been 
widely used. If a large number of tests are available, one could choose tests at similar levels of 
description. On the other hand, comparing analyses with homogeneous and heterogeneous 
levels of descriptions could be informative in itself. Let us take, for example, an analysis which 
includes a global test score and the corresponding subscales that compose it. One possibility 
is that the global score and the subscales collapse to very similar locations in the network 
graph, which would indicate that some of them are redundant. Another possibility is that 
some of them take a central role while others appear in the periphery, suggesting that they 
are less important. In summary, this type of exploration could provide further insights into the 
structure of cognitive functions. A complementary future avenue would be to use techniques 
that aim to combine overlapping nodes when appropriate, as has been proposed for 
networks based on VAR(1) models (Bulteel et al., 2018)

In the present analysis we calculated three of the most common centrality measures: 
betweenness, closeness, and strength. Future work could consider additional centrality 
measures (Rubinov & Sporns, 2010), including those related to modular analysis, espe-
cially when a large number of neuropsychological tests are available. Another possible 
extension is to use directed networks that explicitly aim to estimate causality relationships 
between nodes. Nevertheless, partial correlations may provide indications of causal path-
ways and working with directed graphs can be challenging (Epskamp & Fried, 2018).

Conclusion

In conclusion, characterizing neuropsychological processes from a network perspective 
can help to understand cognition by revealing which tests and function are most central. 
The present analysis confirms the fundamental role of executive function in the cognitive 
organization of older adults and yielded a centrality ranking for the other analyzed 
functions. This type of approach may therefore assist to refine models of cognitive 
function and guide cognitive intervention.
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Within-group statistical contrasts between link weights as measure of network 
accuracy

This is one of the accuracy measures proposed in Epskamp et al. (2018). They calculate how likely it 
is that the stronger links will remain so for a different sampling from the same population of 
subjects. We therefore assessed, within each diagnostic group, how different the weights of the 
various links were, by carrying out statistical tests and calculating the 95% confidence intervals. The 
distribution to obtain the confidence interval was obtained by drawing subsamples of subjects from 
the original sample (Epskamp et al., 2018), a process referred to as bootstrapping. The statistical test 
was carried out by calculating the difference between bootstrapped values of two link weights, 
which then allow to construct a bootstrapped confidence interval of the difference. The difference is 
significant if zero is not within this confidence interval. This analysis revealed that a large fraction of 
link pairs had statistically significant differences in weight (data not shown), indicating that the 

Figure A1. Within-group statistical tests indicating whether the difference in closeness, strength and 
betweenness, between pairs of nodes is significant (denoted by a black element in the matrix) for 
subgroup control A
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networks are stable. Therefore, clear within-group weight differences exist between sets of links. A 
complementary procedure recommended in Epskamp et al. (2018), plotting the values of the link 
weights and their 95% confidence intervals, also confirmed this conclusion (data not shown).

Accuracy of graph-theoretic indices

In addition to splitting the data into two subgroups, to assess the stability of the results, we followed 
one of the method proposed in Epskamp et al. (2018). In brief, a distribution of indices is obtained 
by bootstrapping, that is, by randomly choosing subsets of subjects. A distribution of correlations 
across nodes between the original and bootstrapped values of the centrality indices is then 
calculated. High correlations indicate that the nodes which have the larger centrality values when 
the whole dataset is used preserve their position when less data are used. The correlation stability 
coefficient, CS(cor=0.7) is defined as the maximum proportion of subjects that can be discarded, 
such that the correlation between the original and subset indices is 0.7 or higher with 95% 
probability. Results are deemed accurate if the CS-coefficient is above 0.25. Ideally it should be 
above 0.5. A third estimation of the replicability of the results was provided by the already described 
bootstrapped difference test (Epskamp et al., 2018), employed to determine whether the centrality 
values of different nodes within a diagnostic group were significantly different (data not shown).

The accuracy of the results in Figure 4 was therefore assessed with the correlation stability 
coefficient, which was calculated for all measures (3) and patient subgroups (6) yielding 3×6=18 
values. 16 of the 18 values of CS(corr=0.7) were above 0.5, which indicates that the analysis was very 
robust in those instances. The two remaining values were below 0.25, and corresponded to the 
betweenness measures of two of the subgroups, which was consequently the least accurate 
measure. Likewise, Figure A1 also provides information about the accuracy of the results by showing 
which differences between the indices of different nodes, within subgroup Control A, were statis-
tically significant (black squares) or not (gray squares). Consistent with the previous results, strength 
and closeness are the measures with more black squares, indicating better discriminability between 
nodes. Results for the other subgroups were similar.
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